**Sensitive Information Detection**

PriMa:一种有效的隐私保护机制的社交网络

prima访问规则是根据用户对其个人资料数据的隐私偏好、数据的敏感性以及向其他用户披露此类数据的风险而生成的。

基于 Nlp 的防止社交网络帖子隐私泄露的解决方案

开发了一个基于浏览器的插件。所提出的方法通过考虑引理在句子中的作用的机制来模拟句子的结构。

在信息发布时评估其敏感性的技术可以通过警告用户披露某一信息会带来风险来加强隐私保护。

通过利用用户经常用来泄露私人数据的循环自然语言模式，自动拦截社交网络帖子中传递的敏感信息。

文献中大量研究了机器学习拦截自然语言中的隐私泄露[6，17，22，22]。尽管机器学习在这种情况下被证明是有效的，但是如果(I)特征选择不当，其性能可能会下 降;(ii)训练集不适合测试集;以及(iii)没有使用正确的机器学习算法。

[4]中的研究人员列出了经常出现在推文中的隐私信息 类别。我们利用这种分类法，以便对社交网络帖子中披露的敏感信息进行分类。

确定了一组社交网络用户经常用来揭示敏感数 据的自然语言模式。对于每个识别出的模式，我们定义了NLP 试探法(旨在自动识别它)。

• RQ1:提出的方法在多大程度上能有效识别社交网络帖子中的敏感数据?

• RQ2:在检测社交网络帖子中的敏感数据方面，所提出的方法是否比机器学习方法更有效?

方法在机器学习方面展示了 额外的优势:它更精确，并且不依赖于特定的训练集或

特定特征的选择。 由于该方法的唯一限制是启发集的不完全性。

TABOO:使用递归神经网络检测非结构化敏感信息

通过学习文本文档的语义和句法结构来检测 文本文档中复杂的敏感信息。我们的方法基于自然语言处理方法 进行释义检测，并使用递归神经网络为句子结构的语义成分分配 敏感度分数。

一个实体(如公司名称)在一个上下文中可能是敏感的，而在另 一个上下文中可能是不敏感的，或者敏感信息甚至不能仅 由单个名称或术语捕获。

我们观察到，敏感信息可能嵌入在文本的语义中，即使文 本只包含“非敏感”单词。

我们的禁忌系统提取句子的组成子结构来学习敏感度 分数。它建立在成功的自然语言处理方法的基础上，包括 释义、情感分析和图像句子排序[6]，[7]。

在禁忌中，递归神经网络(RNN)以结构化的方式处理句 子。

禁忌输入文档或者通过扫描输入目录加载，或者通过 禁忌图形用户界面加载，用户可以直接加载或编写文档。 然后对每个文档进行 1)句子拆分，2)语法分析和 3) RNN 分 析。1)使用自然语言工具包 NLTK [8]，将文档拆分成句子进 行进一步处理。2)使用斯坦福 NLP 解析器以反映句子结构 的解析树的形式提取句子的子结构[9]。3)使用由伊尔索和 卡迪开发的深度递归神经网络在语法树上训练模型(或使用 现有模型进行检测[10]。

一种自动评估和感知隐私披露的工具

[7]中，作者 提出了一个自动系统，将推特上的帖子分成几个固定的类别。 [1]中的工作分析了与使用脸书社交网络相关的多个隐私问题， 但并不能帮助用户防止信息泄露。其他作品，如[6]，试图提 高隐私意识，每当一些敏感信息可能在网络导航过程中被披 露时，都会提示用户，但其行动范围仅限于基本的、结构化 的数据，如电子邮件、姓名、社会地位。

我们测试了多种机器学习算法，目标是能够评估组成社交帖子 的文本是否披露了敏感信息。表现最好的监督学习方法是 SVM，其结果如表 1 所示，其次是规则归纳，见表 2，以及朴 素贝叶斯，见表 3。

Private Detect：在大型社交网络中检测隐私信息和集体隐私行为

基于学习的方法“隐私侦探”是我们的主要贡献，原因有三:

1. 隐私侦探检测广泛的隐私类别。之前的工作集中在某 些类型的隐私上，如位置隐私、医疗隐私或受影响下 的写作。
2. 隐私检测采用一种基于学习的方法，而以前的方法侧 重于基于关键词和正则表达式的检测。
3. 隐私受到社会的影响，用户和她的朋友的隐私得分之 间的正相关就证明了这一点。

刘等。[19]根据隐私信息的敏感性和可见性，提出一个计算 在线社交网络中用户隐私得分的框架。本研究中的隐私得分表 明了用户因参与网络而带来的潜在风险。

Chow 等人。[8]设计一个文本修订助手，检测文本中的敏感 信息，并给出净化句子的建议。他们的方法包括在互联网上查 询检测和推荐。

在推特上已经有许多关于主题建模[18]、命名实体识别[25]、 情感分析[6]以及规范微文本[30]的研究，尽管没有特别关注推文。

通过适当的预处理，朴素贝叶斯可以优 于支持向量机(SVM)。在我们的实验中，增强的朴素贝叶斯明 显优于序列最小优化[24]，一种 SVM。

文本预处理---特征抽出（特征归一化，主题比率，隐私字典匹配，命名实体识别，情感分析，报价网址，句柄，转发，标签计数）

用 Twitter 单词聚类中的聚类关键词来代替。我 们使用了推特自然语言处理项目[22]中的 1000 个分层推特 单词聚类，这些单词是由布朗从 5600 万条超过 21.7 万个单 词的英语推特中聚类[7]而成的。我们手动检查了聚类，并 选择了一个描述聚类中单词的关键词。如果时间线中的任何 单词出现在聚类中，我们用聚类关键字替换该单词。

在将单词转换为聚类关键词后，我们删除了非 ASCII 字符， 以减少非英语语言和象形字符。用户句柄(例如@johnsmith) 被替换为单词 he，URL 被替换为关键字 URL，拼写错误根据 英语词典进行了更正。这些文本预处理步骤如图 3 所示。

表 3 显示了属于私人或中立类别的 6 个主题。我们从每个主 题中提取了前 20 个术语，以更好地评估主题的内容。

分析用户的隐私得分和用户朋友隐私得分的关系。

一些话题更有可能包含隐私信息，因为话题比例特征有助

于我们发现隐私信息。实体识别本身不足以显示隐私信息是 否被泄露，但加入定义实体上下文的主题特征，大大提高了 隐私信息的检测率。基于关键词的隐私信息检测在一定程度 上有助于我们检测隐私信息，因为隐私字典匹配特性提高了 4%的准确率，但它太有限了，无法推广到所有隐私问题。

测量在线社交网络中的隐私泄露

分了11类，第七类是工作信息
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松散的推文:推特隐私泄露分析

[10]发现个人身份信息(如电子邮件地址、家庭地址和电话号码)很少出现在推文中，但四分之一的推文中确实包含了关于人们何时参与活动以及他们在哪里的信息。Meeder 等人[13]证明了当follower公开转发敏感的受保护推文时，转发机制会导致隐私泄漏。例如一些转发公开了家庭和联系方式，有时是知识关于老板的信息。[9]提出了一种检测关于命名实体的推文的 机制(例如，。公司、品牌或个人)使用命名实体识别(NER)。他 们旨在防止其他实体的数据泄露，而不一定关注泄露自己信息的用户。

应用休假过滤器、醉酒过滤 器和疾病过滤器，这三个模块用于通过关键词匹配过滤掉所有与主题相关的推文。热门关键词的例子包括度假推文 的“假日”、“飞往”和“旅行”，醉酒推文的“我喝醉了”，疾病 推文的“癌症”、“抑郁症”和“糖尿病”。我们总共分别获得了 575，689 条、21，297 条和 149，636 条关于假期、醉酒 和疾病话题的推文。对于醉酒和疾病的推文，我们也会过 滤掉包含 URL 的推文，因为我们发现大量此类推文是垃圾 邮件或广告(高等人。分析社交网络中基于 URL 的垃圾邮件 [8])。

通过过滤器挑选出推文后，通常需要进一步处理，这取 决于对数据进行何种类型的分析。我们将在下面讨论这些 细节。过滤掉所有相关的推文后，使用分类器模块自动检 测敏感的推文。内容分析模块提供了关于从与醉酒和疾病 相关的推文中揭示了哪些私人话题的信息，分类器也可以 利用这些信息来选择分类标签。我们没有对度假推文应用 内容分析，因为我们只关心人们是否会去度假，而不关心 他们度假的细节。因此，该系统通过分类器输出泄露隐私 信息的敏感推文流，并通过内容分析模块输出相关话题信 息。

分类是设计分类器的任务，该分类器可以为给定的输入分配 正确的类标签。在基本分类任务中，每个输入都被认为是与所 有其他输入相隔离的，并且标签集是预先定义的。如果只有两 个标签，那么分类就是“二元”。我们的隐私信息分类器是二进 制的，因为每条推文都可以分为敏感或不敏感。如果分类器是 基于包含每个输入的正确标签的训练语料库构建的，则称为监 督分类器。特征提取器用于从输入中提取可用于对输入进行分 类的特征或特性。常见的机器学习算法包括朴素贝叶斯和 SVM， 用于学习测试阶段后期应用的分类规则。在大多数情况下，像 机器学习算法一样，训练是必要的，因为分类规则不清楚。但 是，在一些特殊情况下，我们可以不经过训练直接推导出分类 规则。我们将展示第 6 节中描述的与癌症推文分类相关的特殊 案例.对于假期和醉酒推文的分类，我们使用了朴素贝叶斯和 SVM，但使用朴素贝叶斯获得了更好的结果，并给出了这些结果。

创建分类器最重要的一步是决定输入的哪些特征是相关的， 以及如何编码这些特征。虽然我们研究的三个主题设计分类器 的基本过程是相同的，但是特征选择是不同的，因为每个领域 都有自己更适合分类的文本特征。这些特征包括单词和语法。 为了捕捉单词特征，我们使用单词包模型[6]。给定一组文档， 文档中的所有单词构成词典。每个文档可以用一个向量来表示， 其中每个维度代表词典中的一个单词。如果该文档包含一些单 词，则对应的维度将是 1，否则将是 0.这也是在不同类型的文 档分类系统中使用最多的基线功能。此外，我们手动挑选出一 些关键词以及与每个领域的分类最相关的关键短语。为了捕捉 语法特征，我们使用了自然语言处理技术，如名称实体识别和词性标注。

对于敏感推文的二进制分类，评估分类器性能的常用指标包括:

• 准确性–测试集中所有样本中正确分类的敏感推文的比例;

* 精确度–在测试集中被分类为敏感的所有样本中，正确分类 的敏感推文的比例。更高的精度意味着更少的样本被误分 类为敏感样本;
* 召回率–测试集中所有实际敏感样本中正确分类的敏感推文的 比例。召回率越高，最终分类敏感样本中包含的真实敏感 样本的百分比越高;

• f-measure–精确度和召回率的调和平均值，它给出了两个度 量的平衡度量。

内容分析[11]是一种 研究工具，用于确定文本文档中某些概念的存在，主要是 通过手动注释。研究人员量化和分析文本单词和概念的存 在、意义和关系，然后推断文本中的信息、作者、受众， 甚至文化和时间。内容分析在分类器设计的训练阶段被广 泛用于生成标记文档。内容分析还可以提取更丰富的难以 自动检测的语义信息。

分类器

特征选择

用来从文本 中自动检测 LPT 信息的常用工具是 NER。 用 Alchemy 来识别人(连同 以@)开头的 Twitter 账户屏幕名称)